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Abstract – Data Mining techniques has made major 

improvements in the field of knowledge discovery using various 

domains. Clustering is an important technique which is used to 

group the related elements without advance knowledge. Risk 

Assessment is an important task of project allotment through E-

Tender, as Success and Failure of the Project depends largely on 

Project Co-Ordinator ability to evaluate the risk effectively. Risk 

evaluation process is used to identify the good and bad Project 

Proposals. Risk evaluation and Prediction is done based on 

Clustering and decision making approaches. This method allows 

the user to generate the risk percentage and determine whether 

project can be granted to a Contractor or not. This paper 

concentrates mainly the concept of Multidimensional data 

clustering for Risk evaluation and Prediction. 

Index Terms – Association Rule, Risk Evaluation, Prediction, 

Clustering. 
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1. INTRODUCTION 

Due to high competition, Business field is necessary to 

consider the Contractor’s relationship management of the 

enterprise. This management analyses the large volume of 

data and classify them based on Contractor’s experience, 

Earnings and Prediction. Data Mining offers many 

technologies to analyze and detect the hidden pattern and also 

convert raw data into useful information. The key idea for 

utilizing data mining techniques is to classify the Contractor’s 

according to the posterior ability. Here data mining offers 

Classification and prediction methods to perform the task. 

Project grant Risk evaluation decisions are important for 

government or private organizations due to high risk associate 

with inappropriate grant decisions that may reflect in huge 

amount of losses. When considering the grant rate decisions 

regarding the application for a project proposal grant, such as 

project construction, the lender tends to use the direct scrutiny 

a committee. 

To limit the default risk, Screening the Contractor’s financial 

background and previous project experience. Before granting 

the projects, organization has to take various steps such as 

performance of the firm by determining the last year financial 

status and Contractor’s Previous Project Experience. 

Sometimes with huge data and technology slackness, 

decisions may be wrong and resulted in project failure 

defaults. Here data mining offers Clustering algorithm which 

is based on intelligent information system for providing tools 

with additional required information, to reduce the uncertainty 

of the outcome for enhancing the service quality. 

Project grant is defined as a Statistical method to predict the 

Probability which helps to determine whether project should 

be granted or not to a Contractor. Project Grant can also be 

defined as a systematic method for evaluating grant risk that 

provides Consistent analysis for affecting the risk level. The 

objective of grant scoring is to manage the risk involved in 

providing grant risks. So that the system makes better 

decisions quickly. Grant scoring helps to increase the speed 

and consistency of the project application. 

Rest of this paper is structured as follows. Research works 

related to Risk Assessment are discussed in Section2. 

Detailed explanations of implementing project grants using 

Prediction Algorithm presented in section 3.Experimental 

results are reported in Section4 to prove the accuracy and 

finally section 5 concludes this research work. 

2. RELATED WORK 

Credit Risk evaluation is an interesting management problem 

in financial structure. Francesca.et.al proposed hazard model 

for predicting loan population which involves different 

probability of risk factors. Probability is modeled into two 

groups such as good and bad borrowers [1]. 

Zakrzewska.et.al proposed a technique allows building of 

different rules for different type of customers; each applicant 

is assigned to similar group of concerned part [2].Bhasin.et.al 

presented a model to extract efficient information from 

existing data and enables the system to make better decisions 

[3]. 

2.1. Implementation of Risk Evaluation & Prediction 

Algorithm for Project Grant 

Risk Assessment is one of the existing problems in the project 

proposal grant. The decision for project sanction to a 

Contractor should be evaluated properly so that it may not 

lead project failures. Here ERPCA method aids the 

organization sector to make the evaluation for project grant in 
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an enhanced manner. The overall flow of this implementation 

is shown in figure. 

    

Here, each Customer who needs project has to provide their 

personal details, financial backgrounds, project details etc to 

the organization. These details are captured in the database for 

further processing. The dataset contains attributes like age, 

qualification, year_of_experience, property, Tender_Amount, 

Asset value etc. The details of the Contractors are collected 

and then segmented   based on past experience and 

Tender_amount. Then the valuable attributes are selected 

using feature selection concept. 

2.1.1. Feature Extraction 

The main aim of this stage is to find the minimum attribute set 

for understanding the data easier and reduce the complexity. 

Irrelevant data can be removed to decrease the dataset size. 

Here extraction is done by calculated information gain.  

It measures the uncertainty of collected data when the 

outcome is not known. Information gain is used to select the 

best criterion attribute based on decision tree. 

2.1.2. Rule Formation 

Every organization has different criteria that has to be 

satisfied by the contractor to avail the project grant. To 

receive the project grant, Contractor has to satisfy particular 

constraints like maximum experience, Income, Property as 

shown in table. Rule list are framed by the organization as 

shown in the figure.  The following algorithm is used to 

evaluate and predict the risk percentage using sample dataset 

and specific constraints. 

Algorithm: Risk Assessment 

Input: User_Infm, Constraints 

Begin 

Initialize Threshold Value 

If (User.Project_Experience >=  r.Project_ Experience)    && 

User.Project_Type=”Major”       && User.Tender_Quotation 

>=   

                              r.tender_Quotation then        

                Count++ 

RiskCount/N * 100   // No. of transactions 

If (Risk <=Threshold) Return True 

Else Return False 

 

 

 

 

 

 

 

 

   

 

 
 

 

 
 

 
 

 

 
 

2.1.3. Risk Evaluation 

Project Co-Ordinator should be capable of risk 

measurement.Risk evaluation is done by measuring certain 

attributes. Risks are divided into two categories Primary and 

Secondary. Primary Risk considers three attributes such as 

Project_Experience, Project_Type and Tender_Quotation. 

Secondary Risk considers Property, Age and Qualification. 

Based on the Predicted Rules, Specific values are assigned for 

the attributes for project grants and then convert it into binary 

formation. 

2.1.4. Clustering 

Clustering method groups the set of objects and checks 

whether there is some relationship between objects. 

Associative Clustering Algorithm used to mine Clusters from 

high dimensional numerical databases. In this algorithm, two 

vectors can be taken into consideration. By using Risk 

Percentage, values can be categorized as Good and Bad 

vectors are  

2.1.5. Rule Prediction 

For project grant, threshold value of 50% of risk is specified. 

Risk is predicted based on the risk percentage (ie) Co-

Ordinator can decide whether to grant the project or not. If the 

percentage of risk is greater than 50%, the application is 

rejected else project is granted. Project_Grant and 

Project_Reject list are classified using the specified threshold 
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value. Then the approved project contractors and rejected 

contractors are clustered separately for efficient retrieval. 

3. EXPERIMENTAL RESULT 

To evaluate the effectiveness of the risk evaluation method, 

performance evaluation is carried out based on percentage of 

risks. Experimental datasets are generated with 100 applicants 

with their personal and experience details. It consists of 15 

attributes.  

The applicant are segmented based on Project type. Next, 

Feature selection is performed to extract the attributes which 

is used to eliminate redundancy and identify irrelevant 

features. Among 15 attribute, 4 attributes are selected by 

Feature Extraction process. Rules are predicted after feature 

extraction process. Organization proposes different rules for 

applicant based on project type. Then Risk Assessment is 

evaluated based on Primary and Secondary attributes. 

Percentage of Risk is calculated based on these attributes. 

Based on % of Risk, Contractors are classified as High, 

Medium and Low as shown in Figure. 

 

Finally, Projects are also separated as good and bad project 

proposal considered to grant the project based on % of Risk 

Value as shown in figure. Here, Bad Proposals are eliminated 

and Good project proposals are considered for further 

proceedings. 

 

4. CONCLUSION 

Risk Assessment is an important task in engineering field. 

This paper proposed implementations of Project Grant 

approval using Risk Evaluation and Prediction. Contractors 

are extracted for feature selection and prediction of rules for 

each project type. Risk Assessment is performed by using 

Primary and Secondary level of Risk. Clustering technology s 

also used to classify the risk levels as High, Medium and Low 

based on the obtained risk values. The granted and Rejected 

Project Proposals are considered as Good and Bad proposal 

correspondingly. Experimental Results predicts the accuracy 

and also expose that this method produces accuracy and 

consumes less work. 
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